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ABSTRACT 

Efficient and accurate proximity effect correction (PEC) is essential for electron beam lithography (EBL) applications. 

Here we present an efficient PEC method by combining cumulative distribution function (CDF) and separation of forward 

and back-scattering. Dose and shape hybrid corrections are used together to further enhance PEC accuracy. Compared to 

the traditional pixelation algorithms, the proposed method can enhance modeling efficiency by three orders of magnitude, 

while keeping the edge placement error (EPE) below one nanometer, in our testbench calculations. The proposed method 

might be useful in large-scale mask data preparation (MDP) and direct-write EBL applications.  

Keywords: Electron Beam Lithography, Mask Data Preparation, Proximity Effect Correction, Cumulative Distribution 

Function 

 

1. INTRODUCTION 

Electron beam lithography (EBL) is a high-resolution maskless direct-write lithography for micro-nano patterning. 

Proximity effect (PE) may reduce the actual exposure resolution of EBL[1]. To ensure fabrication quality, proximity effect 

correction (PEC) is essential[2-6]. However, the traditional pixel-level PEC method is extremely time-consuming and 

memory-consuming. To solve this problem, we propose an efficient hybrid correction method in which the time-/memory-

consuming vary linearly with the layout size. Compared with the traditional pixel-level PEC method, the efficiency of the 

proposed method is improved by more than 3 orders of magnitude. 

The proposed hybrid PEC method computes the energy deposition values by accumulation of the forward-/back-scattering 

energy deposition values. The forward-scattering deposition values are calculated by constructing the cumulative 

distribution function (CDF) table and R-tree. The back-scattering energy deposition values are calculated by fast Fourier 

transform (FFT) convolution of large meshes and spline interpolation. After PE simulation, the final high-quality exposure 

layout is achieved through dose correction and shape correction. The accuracy and effectiveness of the proposed method 

implemented in HNU-EBL (http://www.ebeam.com.cn)[7-10] which have been verified by EBL experiments. Section 2 

provides a detailed description of the proposed method. Section 3 introduces the dataset source used in our experiment. 

Section 4 discusses the performance of the proposed method. Section 5 presents a summary. 

2. METHODOLOGY 

In Section 2A. Hybrid correction, the hybrid correction method including dose correction and shape correction is presented; 

In Section 2B. Forward-/back-scattering, the theory of the forward-/back-scattering separation is discussed. In Section 2C. 

Forward-scattering, the steps of calculating forward-scattering energy deposition values by CDF are introduced. In Section 

2D. Back-scattering, the steps of calculating back-scattering energy deposition values by FFT are introduced. In Section 

2E. EPE, the calculation method of EPE is briefly described. 

Figure 1(a) shows the schematic calculation flow of the proposed method. After fracturing, the forward-/back-scattering 

separation method (Figure 1(b)) is applied to computing the energy deposition. A hybrid PEC method is implemented for 

continuous optimization. Finally, the calculation results, which satisfy the requirements of edge placement errors (EPE), 

are obtained. 
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Figure 1. (a) The calculation flow of the proposed method. (b) Schematic diagram of forward-/back-scattering separation. 

A. Hybrid correction 

In EBL exposure, electrons will collide with nuclei and electrons of the photoresist and substrate. During the collision 

process, the electrons lose energy while changing the motion trajectory, resulting in the distribution of energy deposition 

density in the photoresist that does not meet the expectations, and eventually the exposure effect is seriously distorted 

relative to the target layout[1]. PEC must be carried out to ensure the accuracy of EBL. The proposed PEC method includes 

two modules: dose correction and shape correction. 

The dose correction method[11] mainly consists of the following four steps: 

Step (1) Target layout preprocessing. The gap-based heuristic ray-selective splitting algorithm[12] is used to split the 

polygon into multiple non-overlapping rectangles and reduce the number of rectangles as much as possible. However, 

electron forward-scattering results in PE comparable to the critical dimension (CD) of the mask[13], which must be 

considered during fracturing. Therefore, the preliminary fracturing results need to be further processed. 

In the process of PEC, it is essential to correctly process the polygon edges. At the interior of the polygon, for positive 

photoresist (such as PMMA), it is only necessary for the energy deposition density to exceed a certain threshold. However, 

for the edge of the polygon, we pursue high contrast, such that the change of energy deposition density at the edge looks 

like a step function. Hence, we attach greater significance to the exposure dose on the edge of the polygon. 

According to the preset minimum rectangle size m and maximum rectangle size M, the initial fracturing effect is divided 

from the edge to the interior, so that the rectangle size closer to the edge of the polygon is smaller, and the rectangle size 

in the center of the polygon is larger. For the internal rectangle, the entire rectangle is represented by the value of the 

energy deposition density at the center of the rectangle. For edge rectangles, the entire rectangle is represented by the 

midpoint of the edge where the rectangle intersects the polygon (Figure 2). 
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Figure 2. Schematic diagram of the proposed hybrid correction. 

Step (2) Calculate the energy deposition density. Dose correction adjust the exposure dose for the entire rectangle area. 

Therefore, the energy deposition density value of the evaluation point can effectively represent the entire rectangle region. 

Step (3) Dose correction. The edge rectangle makes the energy deposition density of the polygon edge tend to the 

development threshold during iteration, while the dose iteration of the internal rectangle tends to make the energy 

deposition density of the polygon internal tend to be uniform. 

Step (4) Repeat steps (2) ~ (3) until the iterations number reaches the preset maximum number or EPE meets the 

requirements. 

The shape correction method[11] mainly includes the following five steps:  

Step (1) Traverse the polygon for shape correction. As shown in Figure 2, for the edge rectangles, we only consider two 

possible adjustments, that is, moving the rectangle edge by +∆𝑝 or −∆𝑝, where p is the offset, usually taking 1nm. Due to 

the limited adjustment and the minor range of forward-scattering influence, a minor adjustment of one polygon edge will 

have a minor influence on other polygons. 

Step (2) Calculate the cost function. To measure the gap between the exposure layout and the target layout, the cost function 

  𝑐𝑜𝑠𝑡 = ∑ |𝐸(𝑥, 𝑦) − 𝜏|𝑝(𝑥,𝑦)∈𝑃𝑓𝑎𝑖𝑙
  (1) 

needs to be defined, expressed as the accumulated absolute difference between the energy deposition density 𝐸(𝑥, 𝑦) of 

the failed pixel 𝑃𝑓𝑎𝑖𝑙 and the development threshold 𝜏. If the cost function is less than the threshold, it indicates that the 

polygon has met the lithography requirements, and no further adjustment is required. If the cost function is greater than 

the threshold, shape adjustment is needed to optimize the exposure layout. 

Step (3) Calculate the shape adjustment score. To determine which adjustment mode optimizes the effect better, we define 

  𝑠𝑐𝑜𝑟𝑒 = 𝑐𝑜𝑠𝑡𝑛+1 − 𝑐𝑜𝑠𝑡𝑛  (2) 

where 𝑐𝑜𝑠𝑡𝑛+1 is the cost function value after the 𝑛 + 1 shape adjustment, and 𝑐𝑜𝑠𝑡𝑛 is the cost function value after the 𝑛 

shape adjustment, 𝑠𝑐𝑜𝑟𝑒 is the change of the cost function value before and after edge adjustment. 

Step (4) Greedy acceptance of shape adjustments. First, sort all edge moves in descending order of their score. Next, iterate 

through the sorted list of edge movement and start accepting cost reduction movement. At the same time, any other edge 

within a certain range of the moving edge is not allowed to move in the current iteration. Avoid a set of shape edge moves 

that cancel each other out in subsequent iterations. 

Step (5) Iterate steps (1) ~ (4) until the cost function is less than the threshold or the maximum number of iterations is 

reached. 
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B. Forward-/back-scattering separation 

High-performance PE simulation calculation is the basis of accurate and efficient PEC. PE simulation can be obtained by 

convolving the layout incident dose with the point spread function (PSF) fitted with electron scattering. The PSF is in the 

form of double-Gaussian as 

  𝑓(𝑟) =
𝐾

𝜋(1+𝜂)
[

1

𝛼2 exp (−
𝑟2

𝛼2) +
𝜂

𝛽2 exp (−
𝑟2

𝛽2)]  (3) 

where 𝑟 is the distance between the target position and the electron beam incident position, 𝛼 represents the characteristic 

half-width of the forward-scattering distribution, 𝛽  represents the characteristic half-width of the back-scattering 

distribution, 𝜂 represents the ratio of the two scattering energies, and 𝐾 is a constant. 

An important physical fact is that the area affected by forward-scattering is small, while the area affected by back-scattering 

is large. In PSF, the forward-scattering parameter 𝛼 is generally in the order of 10 nm, but the back-scattering parameter 

𝛽 is generally in the range of 1μm~50μm. The PSF parameters are selected as 𝛼=9.8 nm, 𝛽=1826.9 nm, 𝜂=0.326, 𝐾=1. 

The difference in the range of the forward-/back-scattering influence is hundreds or thousands of times, which implies that 

different calculation schemes can be used to evaluate the forward-/back-scattering influence on the EBL exposure[4-6, 14, 15]. 

The Gaussian term represented by the forward-scattering parameter 𝛼, which is only a few nanometers long, decays rapidly, 

and only has a significant impact on the energy deposition density at very close distances. This suggests that when 

calculating the energy deposition density at a certain exposure point, we could only consider the forward-scattering 

influence in a certain region around the exposure point. 

However, the back-scattering parameter 𝛽 is large, which means that the Gaussian term representing back-scattering in 

PSF decays slowly and the curve is flat. Therefore, it can be considered that, within a certain range, the unit dose exposure 

influence at position 𝒓′ on the energy deposition density at position 𝒓 remains unchanged, which indicates that when back-

scattering is calculated alone, larger uniform grids can be used to reduce the amount of data. 

In fact, PE can be numerically divided into two parts with sharp and fast attenuation and flat and slow attenuation, as 

shown in Figure 1(b). Therefore, we do not need to be too concerned about the analytical form of PSF, while can consider 

it as a combination of forward-scattering and back-scattering. 

C. Forward-scattering calculation 

The forward-scattering energy deposition simulation method mainly consists of three steps: 

Step (1) Construct the CDF Rectangle (CDFR) table. CDF can be used to calculate the effective exposure dose produced 

by a rectangle beam spot on the surrounding area[16-18]. The effective exposure dose of any rectangle on any point in the 

layout can be quickly and effectively obtained. To quickly calculate the forward-scattering energy deposition influence at 

any location by the surrounding exposure region, we need to build a CDFR table. 

The energy deposition intensity of forward-scattering is 

 

𝐸(𝑖, 𝑗) =
𝐾

𝜋(1+𝜂)
∬

1

𝛼2 exp (−
𝑟2

𝛼2) 𝑑𝑟 =
𝐾

𝜋(1+𝜂)
∫ ∫

1

𝛼2

𝑦2

𝑦1

𝑥2

𝑥1
exp (−

(𝑥−𝑖)2+(𝑦−𝑗)2

𝛼2 ) 𝑑𝑥𝑑𝑦

=
𝐾

𝜋(1+𝜂)
∫

1

√2𝜋𝛼

√2

𝑥2−𝑖

𝑥1−𝑖
exp (−

𝑥2

2(
𝛼

√2
)

2) 𝑑𝑥 ∫
1

√2𝜋𝛼

√2

𝑦2−𝑗

𝑦1−𝑗
exp (−

𝑦2

2(
𝛼

√2
)

2) 𝑑𝑦
 (4) 

where 𝐸(𝑖, 𝑗) represents the forward-scattering energy deposition intensity generated by exposure at any position (𝑖, 𝑗) of 

a rectangle region with (𝑥1, 𝑦1) as the lower left vertices and (𝑥2, 𝑦2) as the upper right vertices. Using the formula 

 {
𝑢 =

√2𝑥

𝛼

𝑣 =
√2𝑦

𝛼

 (5) 

we have 
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𝐸(𝑖, 𝑗) =

𝐾

(1+𝜂)
∫

1

√2𝜋
exp (−

𝑢2

2
)

√2(𝑥2−𝑖)/𝛼

√2(𝑥1−𝑖)/𝛼
𝑑𝑢 ∫

1

√2𝜋
exp (−

𝑣2

2
)

√2(𝑦2−𝑗)/𝛼

√2(𝑦1−𝑗)/𝛼
𝑑𝑣

=
𝐾

(1+𝜂)
[𝛷 (

√2(𝑥2−𝑖)

𝛼
) − 𝛷 (

√2(𝑥1−𝑖)

𝛼
)] [𝛷 (

√2(𝑦2−𝑗)

𝛼
) − 𝛷 (

√2(𝑦1−𝑗)

𝛼
)]

 (6) 

where 𝛷 (∙) is expressed as the CDF of the standard normal distribution. According to the analysis of formulas (1) ~ (3), 

𝐶𝐷𝐹𝑅 (𝑖, 𝑗) can be written as 

 𝐶𝐷𝐹𝑅(𝑖, 𝑗) =
𝐾

(1+𝜂)
[𝛷 (

√2𝑖

𝛼
) − 𝛷(0)] [𝛷 (

√2𝑗

𝛼
) − 𝛷(0)] (7) 

where 𝐶𝐷𝐹𝑅 (𝑖, 𝑗) is defined as the forward-scattering influence of the rectangle region on the origin when unit incident 

dose is applied to the rectangle [0, 𝑖]  ×  [0, 𝑗]. 

As shown in Figure 3, the coordinates of the rectangle and the evaluation point can be linearly transformed by taking the 

evaluation point (𝑥, 𝑦) as the origin. Thus, the energy deposition 

 𝐸(𝑖, 𝑗) = 𝐶𝐷𝐹𝑅(𝑥2, 𝑦2) − 𝐶𝐷𝐹𝑅(𝑥1, 𝑦2) − 𝐶𝐷𝐹𝑅(𝑥2, 𝑦1) + 𝐶𝐷𝐹𝑅(𝑥1, 𝑦1) (8) 

caused by rectangular exposure at any evaluation point can be obtained by 2 additions and 2 subtractions. 

 

Figure 3. Schematic diagram of calculating energy deposition by CDFR table. 

If the CDFR table is in the range of three times 𝛼, the table total size is 3𝛼 × 3𝛼. Suppose that when 𝛼=10 nm, the CDFR 

table size is 9 × 102. Therefore, the memory consumption is small, and the calculation speed is fast. 

Step (2) Query rectangles in adjacent region. In Figure 1(b), for evaluation point O, its adjacent region is a square region 

centered on O with a side length of 6α. R-tree is used to quickly find the rectangles in the adjacent region[19]. During PE 

simulation, R-tree structure will not change to achieve efficient insertion and query purposes. 

Step (3) Calculate the evaluation point forward-scattering energy deposition intensity. As shown in Figure 1(b), point O is 

the evaluation point, and the rectangle beam spots in the search area all contribute to the forward-scattering energy 

deposition value of point O. Since α is small, the adjacent region is small and the number of rectangles in the adjacent 

region is small. Thus, the calculation of the forward-scattering energy deposition for each position only needs a few 

additions and subtractions. 

D. Back-scattering calculation 

The back-scattering energy deposition simulation method (Figure 1(b)) mainly consists of four steps: 

Step (1) Determine the mesh size. The determination of mesh size is based on the back-scattering parameter 𝛽 and the 

required calculation accuracy. The proposed method disregards the specific distribution of patterns within the grid. Instead, 

it only focuses on the overall exposure dose. 

Step (2) Calculate the grid area density, i.e., the total exposure dose within the grid. It is the sum of all the grid feature 

areas multiplied by the corresponding exposure dose. The grid layout area density is 

 𝐷𝑖 = ∑ 𝜎𝑖𝑗𝑎𝑖𝑗
𝑛
𝑗=1  (9) 

where 𝐷𝑖 represents the layout area density of grid 𝑖, 𝑛 is the number of features in grid 𝑖, 𝜎𝑖𝑗 is the exposure dose of the 𝑗 

feature in grid 𝑖, and 𝑎𝑖𝑗 represents the area of the 𝑗 feature related to grid 𝑖. 
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Step (3) Convolve 𝐷𝑖 with the PSF. The exposure dose for each grid is concentrated in the center of the grid by default. 

The time complexity of traditional convolution is 𝑂(N2), where N is the number of grids. While FFT is used to accelerate 

the convolution calculation which exhibit a time complexity of 𝑂(𝑁𝑙𝑜𝑔𝑁). 

Step (4) Calculate the back-scattering energy deposition. In Step (3), the back-scattering energy deposition density at the 

center of the grid can be obtained, and its value at other positions can be calculated by spline interpolation, which offers 

high interpolation accuracy. 

E. EPE calculation 

EPE can be used to describe the accuracy of the PEC calculation results. When EPE meets the layout lithography 

requirements, the correction calculation can be terminated. 

The EPE calculation consists of the following four steps: 

Step (1) Place the EPE measuring points. Place the measuring points evenly along the polygon boundary based on the 

preset parameters. And make sure that the Manhattan polygon vertexes are part of the measuring points. 

Step (2) Determine the EPE measurement direction. In the case of underexposure, the EPE measuring point should be 

directed towards the interior polygon; conversely, in the event of overexposure, the direction should be oriented towards 

the exterior polygon. 

Step (3) Calculate the EPE of the measuring points. According to the measurement direction, the energy deposition density 

of each point is calculated until it meets the requirements, that is, within the polygon, the energy deposition density should 

be greater than the developmental threshold, while outside the polygon, the energy deposition density should be less than 

the developmental threshold. 

Step (4) Calculate the average EPE. The formula 

 𝐸𝑃𝐸 =
∑ 𝐸𝑃𝐸𝑖

𝑁
𝑖=1

𝑁
 (1) 

is used in the calculation, where N is the number of placed measurement points; and EPEi is the EPE of each position. 

 

3. DATA 

In this section, we introduce the data sources of the Manhattan layouts used in the experiment.  

The Manhattan layouts used in the experiment are partially taken from prior work of our research group[20]. In addition, 

we also test part of the open-source Manhattan layouts to demonstrate the robustness of the proposed method. The layouts 

we tested are published on https://github.com/LiuGroupHNU/PEC3.0. 

 

4. RESULT 

In this section, a series of performance tests are carried out on the proposed method from the aspects of calculation accuracy, 

correction accuracy, time consumption and memory consumption. Unless otherwise noted, all experiments in this section 

are run on an Intel(R) Xeon(R) CPU E5-2690 v2@3.00 GHz with 10 CPU cores and 64 GB RAM. 

A. Accuracy analysis 

To validate the accuracy of the proposed forward-/back-scattering separation method in calculating energy deposition, we 

extend the cumulative influence of adjacent region to the entire layout to calculate the energy deposition density at each 

position, which is used as the precision measurement basis of the proposed method. 

Under the above experimental conditions, Table 1 shows the maximum absolute error and maximum relative error between 

the energy deposition values calculated by the proposed forward-/back-scattering separation method and the theoretical 

values. As the mesh size decreases, the accuracy of the proposed method increases, and the accuracy of the pixel-level can 

be reached. 
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Table 1. Maximum absolute errors (AE) and maximum relative errors (RE) of PE simulation in different mesh sizes. 

mesh sizes 

Manhattan layout 

max (AE) max (RE) 

1 nm 1.67×10-5 2.18×10-5 

β/6 (304 nm) 1.58×10-4 2.07×10-4 

β/8 (228 nm) 1.10×10-4 1.44×10-4 

β/10 (182 nm) 8.36×10-5 1.10×10-4 

β/12 (152 nm) 5.37×10-5 7.02×10-5 

The incident dose of the EBL system is not continuous. For example, when there are 128 dose levels, the discretization 

error is about 1/128≈0.78%. The accuracy of the EBL exposure simulation can be compared with the dose error of the 

lithography machine. Therefore, the mesh size can be selected according to the dose control error of the EBL machine and 

the CD of the layout to balance the calculation speed and accuracy. 

To quantitatively assess the robustness of the proposed PEC method, we test multiple Manhattan layouts in our benchmark 

calculation. For various Manhattan layouts, the proposed method consistently maintains the EPE below 1 nm after PEC, 

as shown in Figure 4. 

Energy deposition before PEC Energy deposition after PEC 

 

 

EPE=3.16 nm EPE=0.87 nm 

 

 

EPE=2.96 nm EPE=0.90 nm 

 

 

EPE=3.15 nm EPE=0.89 nm 
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EPE=3.10 nm EPE=0.92 nm 

 

 

EPE=3.16 nm EPE=3.16 nm 

 

 

EPE=3.10 nm EPE=0.89 nm 

  
EPE=3.01 nm EPE=0.98 nm 

Figure 4. Comparison of energy deposition effects in the experimental layouts before and after PEC. 

B. Time consumption 

To test the efficiency of the proposed method, multiple test sets on multiple lithographic layouts of different sizes are 

performed. The forward-/back-scattering simulation time are tested in different layouts (Figure 5(a)). Furthermore, the 

calculation time of 5 dose correction and 5 shape correction in different layouts is also tested (Figure 5(a)). 

It can be found that the time consumption for forward-/back-scattering, dose correction and shape correction varies linearly 

with the layout size, which indicates that the proposed method has strong scalability. 

C. Memory consumption 

The spatial complexity of the proposed method is 𝑂(𝑁), where 𝑁 represents the number of rectangle beam spots after 

layout fracturing. We evaluate the memory consumption of the proposed method across various layout sizes (Figure 5(b)). 

The experiments demonstrate that the memory consumption varies linearly with the layout size. 
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(a) (b) 

  

Figure 5. (a) The time consumption for forward-/back-scattering and shape/dose correction varying with layout size. (b) The 

memory consumption varying with layout size. 

5. CONCLUSIONS 

In this paper, a hybrid PEC method based on separation of forward-/back-scattering and CDF is proposed, which 

overcomes the limitation of memory and time. The calculation results in our experimental benchmarks show that both the 

time consumption and the memory consumption of the proposed method vary linearly with the layout size. Compared to 

the traditional pixel-level PEC method, the modeling efficiency of the proposed method can be improved by about 3 orders 

of magnitude. The proposed method might be useful in large-scale mask data preparation (MDP) and direct-write EBL 

applications. 
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